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AI Ethics but we’re still dealing with concerns about 

● Data Bias 
● Data Privacy
● Intellectual Property 





Passive Data Collection



● Introduces the idea of a behavioral 
futures market where individual (and 
group data)  is bought and sold based 
on predicted/expected earnings, 
success and failures (Zuboff, 2019)



OpenAI has an unusual 
corporate structure, operating 
under a “capped-profit” model 
that limits backers’ returns to 
100 times their investment — 
or possibly less in the future.

Microsoft purchased an 
exclusive license to the tech 
behind GPT-3 in 2020



Algorithm

● Instructions that direct a computer to carry 
out a function or task
○ Built around AND, OR, and NOT logics



Large Language Model

● Deep learning algorithm that can perform a 
variety of natural language processing (NLP) 
tasks



● Are the proprietary algorithms, systems, 
and processes used by our vendors 
biased? 

● Are aggregate results compounding 
stereotype and other biases? 

● How do we protect students from 
unanticipated outcomes that end up 
being harmful? 

● Are there equity gaps in our LMS? 



Algorithmic Accountability Act of 2019
● Would require large 

companies to audit their 
machine learning and 
artificial intelligence tools 
for bias

● Lage company
○ > $50 million per year 
○ Holds data on over 1 

million people or 
devices



Can data be biased?

http://www.youtube.com/watch?v=YJjv_OeiHmo


The Right to Sanctuary 

Fourth Amendment Concerns of IoT
● Protection from unreasonable search and 

seizure 





California Consumer 
Privacy Act (CCPA)

https://oag.ca.gov/privacy/ccpa 

https://oag.ca.gov/privacy/ccpa


DATA JUSTICE
● “FAIRNESS IN THE WAY PEOPLE ARE MADE VISIBLE, REPRESENTED, 

AND TREATED AS A RESULT OF THEIR PRODUCTION OF DIGITAL DATA” 
(TAYLOR, 2017)

Taylor, L. (2017). What is data justice? The case for connecting digital rights and freedoms globally. Big Data & 
Society. https://doi.org/10.1177/2053951717736335
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Data Justice

“fairness in the way people are 

made visible, represented and 

treated as a result of their 

production of digital data” 

(Taylor, 2017, p. 1)



(In) Visibility
“Despite the data being anonymous in the sense of being de-individualized, 
groups are becoming more transparent” (Zwitter, 2014, p. 4). 

Zwitter, A., (2014). Big data ethics. Big Data & Society. 1(2), 1-6. http://doi.org/10.1177/2053951714559253



Right to Oblivion/ Right to be Forgotten

● Do you have the right to 
have your information, 
photos, and videos deleted 
or archived to not show up 
in search engines? 



Murdered & Missing Indigenous Women

#MMIW 5100+



The Prison to School Pipeline of EdTech 
 

http://www.youtube.com/watch?v=Oj8taIizTCs


@douglevin







Digital Sovereignty
“the autonomy of citizens in their roles as employees, consumers, and 

users of digital technologies and services” (Pohle & Theil, 2020, para 24).



Datenbewusstsein

Critical Consciousness of how your data is being used.

(Bundesministerium für Bildung und Forschung, 2019)







(Dis) Engagement with Technology 
“Are we going to be working for a smart machine, or will we have smart people 
around the machine? “ (Zuboff, 2019)

Zuboff, S. (2019). The age of surveillance capitalism: The fight for a human future at the new frontier of power. 
New York, NY: Hachette Book Group



Chihuahua or Muffin?

Source: Chihuahua Or Muffin? Comparing Computer Vision APIs - Metamaven

https://www.metamaven.com/chihuahua-vs-muffin-comparison-computer-vision-apis/


Lawsuits against OpenAI
June 28, 2023: ChatGPT maker OpenAI faces a lawsuit over how it used people’s 
data

ChatGPT maker OpenAI faces class action lawsuit over data to train AI - The 
Washington Post

A California-based law firm launched a class-action lawsuit against OpenAI, 
alleging the artificial-intelligence company that created popular chatbot ChatGPT 
massively violated the copyrights and privacy of countless people when it used 
data scraped from the internet to train its

https://www.washingtonpost.com/technology/2023/06/28/openai-chatgpt-lawsuit-class-action/
https://www.washingtonpost.com/technology/2023/06/28/openai-chatgpt-lawsuit-class-action/
https://www.washingtonpost.com/technology/2023/05/05/ai-spam-websites-books-chatgpt/?itid=lk_inline_manual_2


Lawsuits against OpenAI
September 6, 2023: OpenAI, Microsoft hit with new US consumer privacy class action.

OpenAI, Microsoft hit with new US consumer privacy class action | Reuters

OpenAI and its main backer Microsoft are facing at least their second class action 
lawsuit in San Francisco federal court for allegedly breaking several privacy laws in 
developing OpenAI's popular chatbot ChatGPT and other generative artificial 
intelligence systems.

The complaint, filed on Tuesday on behalf of two unnamed software engineers who use 
ChatGPT, accuses the companies of training their fast-growing AI technology using 
stolen personal information from hundreds of millions of internet users.

https://www.reuters.com/legal/litigation/openai-microsoft-hit-with-new-us-consumer-privacy-class-action-2023-09-06/
https://tmsnrt.rs/3Z92A9W


Lawsuits against OpenAI
November 6, 2023: OpenAI To Pay Legal Fees Of Business Users Hit With Copyright Lawsuits

OpenAI To Pay Legal Fees Of Business Users Hit With Copyright Lawsuits (forbes.com)

OpenAI announced on Monday it would pay the legal fees of any business customer who was sued over 
copyright claims. The pledge does not apply to anyone using the free version of ChatGPT.

“OpenAI is committed to protecting our customers with built-in copyright safeguards in our systems. 

Today, we’re going one step further and introducing Copyright Shield—we 

will now step in and defend our customers, and pay the costs incurred, if you face legal claims around 
copyright infringement,” the company said in a statement on its website as part of its first ever developer’s 
conference on Monday.

https://www.forbes.com/sites/mattnovak/2023/11/06/openai-to-pay-legal-fees-of-business-users-hit-with-copyright-lawsuits/?sh=6b718bbc51cd
https://openai.com/blog/new-models-and-developer-products-announced-at-devday


Lawsuits against OpenAI
September 21, 2023: key issues in writers’ case against OpenAI

Key issues in writers’ case against OpenAI explained – Harvard Gazette

September 20, 2023: ‘Game of Thrones’ author and others accuse ChatGPT maker of ‘theft’ in 
lawsuit.

George R.R. Martin, Jodi Picoult and other writers sue OpenAI - The Washington Post

September 20, 2023: Franzen, Grisham and Other Prominent Authors Sue OpenAI

Franzen, Grisham and Other Prominent Authors Sue OpenAI - The New York Times (nytimes.com)

The suit, filed with the Authors Guild, accuses the A.I. company of infringing on authors’ copyrights, 
claiming it used their books to train its ChatGPT chatbot.

https://news.harvard.edu/gazette/story/2023/09/key-issues-in-writers-case-against-openai-explained/
https://www.washingtonpost.com/technology/2023/09/20/openai-lawsuit-martin-picoult-franzen/
https://www.nytimes.com/2023/09/20/books/authors-openai-lawsuit-chatgpt-copyright.html


President Biden Executive Order on Safe, Secure, 
and Trustworthy Artificial Intelligence

The Executive Order establishes new standards for AI safety and security, 
protects Americans’ privacy, advances equity and civil rights, stands up for 
consumers and workers, promotes innovation and competition, advances 
American leadership around the world, and more.



 New Standards for AI Safety and Security

Require that developers of the most powerful AI systems share their safety test 
results and other critical information with the U.S. government.

Develop standards, tools, and tests to help ensure that AI systems are safe, 
secure, and trustworthy. 

Protect against the risks of using AI to engineer dangerous biological materials by 
developing strong new standards for biological synthesis screening.

Protect Americans from AI-enabled fraud and deception by establishing standards 
and best practices for detecting AI-generated content and authenticating official 
content.

Establish an advanced cybersecurity program to develop AI tools to find and fix 
vulnerabilities in critical software.

Order the development of a National Security Memorandum that directs further 
actions on AI and security.



Protecting Americans’ Privacy
Protect Americans’ privacy by prioritizing federal support for accelerating the 
development and use of privacy-preserving techniques.

Strengthen privacy-preserving research and technologies, such as cryptographic 
tools that preserve individuals’ privacy.

Evaluate how agencies collect and use commercially available 
information—including information they procure from data brokers—and 
strengthen privacy guidance for federal agencies to account for AI risks.

Develop guidelines for federal agencies to evaluate the effectiveness of 
privacy-preserving techniques, including those used in AI systems.



Advancing Equity and Civil Rights
● Provide clear guidance to landlords, Federal benefits programs, and federal 

contractors to keep AI algorithms from being used to exacerbate 
discrimination.

● Address algorithmic discrimination

● Ensure fairness throughout the criminal justice system



Standing Up for Consumers, Patients, and Students
Advance the responsible use of AI in healthcare and the development of 
affordable and life-saving drugs.

Shape AI’s potential to transform education by creating resources to support 
educators deploying AI-enabled educational tools, such as personalized tutoring in 
schools.



Supporting Workers
Develop principles and best practices to mitigate the harms and maximize the 
benefits of AI for workers.

Produce a report on AI’s potential labor-market impacts, and study and identify 
options for strengthening federal support for workers facing labor disruptions, 
including from AI.



Advancing American Leadership Abroad
Expand bilateral, multilateral, and multistakeholder engagements to collaborate on 
AI.

Accelerate development and implementation of vital AI standards with international 
partners and in standards organizations, ensuring that the technology is safe, 
secure, trustworthy, and interoperable.

Promote the safe, responsible, and rights-affirming development and deployment 
of AI abroad to solve global challenges.



Critics of the executive order
The fear is that, without proper safeguards and regulations, advanced AI could be used for 
malicious purposes, from cyberattacks to the misuse of automation in critical infrastructure. The 
idea is not to make "Terminator style killer machines," but rather to ensure that AI development is 
guided by safety precautions and ethical considerations to prevent unintended catastrophic 
outcomes.

AI as an existential threat is a topic of debate, and proponents of this view often advocate for 
responsible AI research and development to mitigate potential risks. So, while it might not be a 
"doomsday scenario" in the Hollywood sense, it's a valid concern that should be addressed 
carefully. This is called “Safety Lobotomy”.

Feel the Fear! AI Turns Deadly, Data Disappears, Criminals Clone Voices, and more
https://www.deeplearning.ai/the-batch/issue-220/

https://www.deeplearning.ai/the-batch/issue-220/


Critics of the executive order

Making laws and regulations based on some imaginary future scenario is 
very dangerous

This fuels AI Doomers who are coming up with extremely bizzare 
doomsday scenarios like AI turning human bodies into bitcoin mining 
systems .

These crazy theories are in turn amplified by normies who hate AI 
because they believe it will take away their jobs.

The doomers are using the fear to gin up engagement and stay relevant 
while the GPU rich are using it for regulatory capture and to build AI 
monopolies

The very real risk we face is open-source AI being banned and innovation 
being stifled or severely restricted to just a handful of players.

Regulate after you have proven AI has actually been dangerous and has 
killed someone or make the regulation as narrow as possible: e.g creating 
deepfakes and then distributing them should be illegal.

The concern regarding AI as an existential risk isn't necessarily about AI 
"waking up" like in science fiction. It's more about the potential for AI 
systems to become extremely powerful and capable of making 
autonomous decisions. If these systems were to act against human 
interests due to misaligned goals or unforeseen consequences, they 
could cause significant harm.



Who or how should we be looking at concerns… 



Engineered Inequity
● Are Robots racists?

● Are AI technologies inheriting their creators’ biases?

● Is Race currently used as a form of technology embodied in robots?

● Is default discrimination a systemic glitch or a feature?

● How can we fix the coded inequity and discriminatory design?

   It is certainly NOT by the “I Tinker, Therefore I am” approach.



Is there a normalization of 
whiteness 

and masculinity in data 
collection and large 
language models? 



Declaration of the Independence of Cyberspace



Algorithm Justice League

Algorithmic Justice League - Unmasking AI harms and biases (ajl.org)

The Algorithmic Justice League’s mission is to raise awareness about the impacts 
of AI, equip advocates with empirical research, build the voice and choice of the 
most impacted communities, and galvanize researchers, policy makers, and 
industry practitioners to mitigate AI harms and biases. We’re building a movement 
to shift the AI ecosystem towards equitable and accountable AI.

https://www.ajl.org/
https://www.ajlunited.org/learn-more


Equitable AI 

Equitable AI requires that people have agency and control over how they interact 
with an AI system. To have agency, people must first be aware of how these 
systems are used all around them- for example, at airports, stadiums, schools, 
hospitals and in hiring and housing- who are involved in creating the system- from 
business, government and academia- and the risks and potential harms.
Equitable AI requires securing affirmative consent from people on how or whether 
they interact with an AI system.



ACCOUNTABLE AI

 MEANINGFUL TRANSPARENCY

For an AI system to demonstrate meaningful transparency it must provide an 
explanation of how the system works, how it was designed, and for what specific 
purpose.  Critically, meaningful transparency allows people to clearly understand 
the intended capabilities and known limitations of the AI. 



CONTINUOUS OVERSIGHT

AI systems are constantly evolving. As a result, Accountable AI requires 
continuous oversight by independent third parties. To support continuous oversight 
there must be laws that require companies and government agencies deploying AI 
to meet minimum requirements, for example: maintaining on-going documentation, 
submitting to audit requirements, and allowing access to civil society organizations 
for assessment and review.



REDRESS 
HARMS

Accountable AI provides people who have 
been harmed with access to remedy, meaning 
that there is a working pathway for people to 
contest and correct a harmful decision made 
by artificial intelligence. For example, if an AI 
tool incorrectly denied a welfare benefits 
check, remedy would entail an easy way for 
the recipient to call attention to this error and 
receive payment plus interest for the lost time. 
If an AI system was suspected of disqualifying 
a job applicant based on gender or race, 
remedy would allow the applicant to discover 
how the decision was made and provide a 
basis for challenging the decision in court.

https://www.nytimes.com/2018/06/21/opinion/facial-analysis-technology-bias.html
https://www.nytimes.com/2018/06/21/opinion/facial-analysis-technology-bias.html


Data for Black Lives https://d4bl.org/



Our Data Bodies https://www.odbproject.org/ 

https://www.odbproject.org/


Our Data Bodies: https://www.odbproject.org/tools/



Worried about the Working Conditions 
not the Technology
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